**Monitoring Applications in Google Cloud**
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infoThis lab may incorporate AI tools to support your learning.

**Overview**

In this lab, you will deploy an application to Google Cloud and then use the tools provided by Google Cloud to monitor it. You will use Cloud Logging, Trace, Profiler, and dashboards and create uptime checks and alerting policies.

**Objectives**

In this lab, you will learn how to perform the following tasks:

* Download a sample app from Github
* Deploy an application to App Engine
* Examine the Cloud logs
* View Profiler information
* Explore Cloud Trace
* Monitor resources using dashboards
* Create uptime checks and alerts

**Setup**

For each lab, you get a new Google Cloud project and set of resources for a fixed time at no cost.

1. Sign in to Qwiklabs using an **incognito window**.
2. Note the lab's access time (for example, 1:15:00), and make sure you can finish within that time.  
   There is no pause feature. You can restart if needed, but you have to start at the beginning.
3. When ready, click **Start lab**.
4. Note your lab credentials (**Username** and **Password**). You will use them to sign in to the Google Cloud Console.
5. Click **Open Google Console**.
6. Click **Use another account** and copy/paste credentials for **this** lab into the prompts.  
   If you use other credentials, you'll receive errors or **incur charges**.
7. Accept the terms and skip the recovery resource page.

**Note:** Do not click **End Lab** unless you have finished the lab or want to restart it. This clears your work and removes the project.

**Task 1. Download a sample app from Github**

Download a sample application from GitHub and preview it in Cloud Shell.

1. In the Cloud Console, click **Activate Cloud Shell** (![Cloud Shell icon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAANCAYAAAB2HjRBAAAACXBIWXMAAAsSAAALEgHS3X78AAABG0lEQVQokZXSMUvDYBCH8SdvKx1SLNhsboWSIZOjUxU7mW8g6FAKLl0EXfwATo6Co5vo3pIpWqeundwyBAJtwCIpyVLrxSlSqaXpf7vjfsNxp6VpCkC73b4RkSugyPpMwzA8U1klIpc5IcC2iHTUQmMrJ8xSVOtnVucPjqLo1XGchuu6h7PZ7H0jXKlUDkzT3PV9vz8YDI6Bj9wY0Gq12kO9Xm94nucPh8NzIM2LAUqWZZ0AeJ73BnyuwkunieP4sdfrdcrlcsm27WdgJwiC+yRJUoBqtbpnGMb+Eo6i6KXb7Z4qpWg2m0+6rh8BjMfji8lk8l0oFERErjOsZR/WarVW7vZfRqNRf3Hnr00wMP/FSqlbYJ4TTpVSdz87I2bC6lea8gAAAABJRU5ErkJggg==)).
2. If prompted, click **Continue**. Once connected to Cloud Shell, you should see that you are already authenticated and that the project is already set to your project ID.
3. Run the following command in Cloud Shell to confirm that you are authenticated. If prompted, click **Authorize**:

gcloud auth list
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**Command output:**

Credentialed Accounts

ACTIVE ACCOUNT

\* [my\_account]@[my\_domain.com]

To set the active account, run:

$ gcloud config set account `ACCOUNT`

**Note:** The gcloud command-line tool is the powerful and unified command-line tool in Google Cloud. It comes preinstalled in Cloud Shell. Among its features, gcloud offers tab completion in the shell. For more information, see [gcloud command-line tool overview](https://cloud.google.com/sdk/gcloud" \t "_blank).

1. Run the following command to confirm that you are using the correct project for this lab:

gcloud config list project
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**Command output**

[core]

project = [PROJECT\_ID]

1. If the correct project is not listed, you can set it with this command:

gcloud config set project [PROJECT\_ID]
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**Command output:**

Updated property [core/project].

1. To create a folder called gcp-logging, run the following command:

mkdir gcp-logging
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1. Change to the folder you just created:

cd gcp-logging
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1. Clone a simple Python Flask app from Github:

git clone https://GitHub.com/GoogleCloudPlatform/training-data-analyst.git
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1. Change to the deploying-apps-to-gcp folder:

cd training-data-analyst/courses/design-process/deploying-apps-to-gcp
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1. In Cloud Shell, click **Open Editor** ().
2. Expand the **gcp-logging/training-data-analyst/courses/design-process/deploying-apps-to-gcp** folder in the navigation pane, and then click **main.py** to open it.
3. Add the following import statement at the top of the file (*line 2*):

import googlecloudprofiler
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**Note:** Profiler allows you to monitor the resources your applications use. For more information, refer to the [Google Cloud Profiler documentation](https://cloud.google.com/profiler/docs/).

1. After the **main()** function, add the following code snippet to start Profiler (*after line 11*):

try:

googlecloudprofiler.start(verbose=3)

except (ValueError, NotImplementedError) as exc:

print(exc)
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Profiler will continuously report application metrics. Your code should look like this:

**Note:**This code simply turns Profiler on. Once on, Profiler starts reporting application metrics to Google Cloud.

1. You also have to add the Profiler library to your requirements.txt file. Open that file in the code editor and add the following:

google-cloud-profiler==3.0.6

protobuf==3.20.1
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The file should look like this:

1. Profiler has to be enabled in the project. In Cloud Shell, enter the following command:

gcloud services enable cloudprofiler.googleapis.com
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1. To test the program, enter the following command to build a Docker container of the image:

docker build -t test-python .
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1. To run the Docker image, enter the following command:

docker run --rm -p 8080:8080 test-python
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1. To see the program running, click **Web Preview** (![Web Preview icon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAANCAYAAABPeYUaAAAACXBIWXMAAAsSAAALEgHS3X78AAABxklEQVQokZWSwYsScRTHv/Pjp+PoCqmsqAwMBhNdimFQqoXxYh6EkfBoXeq4dOovCNqgQxF72PYU7J+wMHhx0Vuwc5tD6EFaQiVqRUfBmabRmOlQgU0I7ru99z7fz+HxGN/3AQAsy0YppUlsX/5yubxcrVY/KQDwPL/XaDTOCCGxK0jgOM7neDx+hwBALpe7f1UBAHAcl89kMvfon54BgPF4fL6tIBQK7SQSiVsAGLq+aDabe0FYEISSZVlfptPpxfo8nU7fVVX1HABoMLQG3SwWi6/K5fIDAKtSqfTOMIyXi8XCDLIkOIhEIjuKorxVVfVjNBoVNE270el0yvl8/km9Xr+QJGmfEMJslMRisXitVuuIovgMAB2NRqeTyeTTYDD4YJqmTim9JsvycaVSOV4X/SOxbXuhaZrS6/Wee573QxCER9ls9rYoitVUKqW4rvtN1/WHrVZr3/M8/2/uv5u4rrsE8CKZTJ4UCoWDarVqeJ73vd/vvzEM47XjOHYws/GwpmmOADzmef7QsqzL+Xz+dRPL+L4PSZKeyrJ8ZNt2dxMYLEIIx3Hc9Xa7/fvZut3ue5Zld8PhsLCtBIA/m80OhsOh/gs0gqTMfeFBKgAAAABJRU5ErkJggg==)) in the Google Cloud Shell toolbar. Then select **Preview on port 8080**.

The program should be displayed in a new browser tab.

1. In Cloud Shell, type Ctrl+C to stop the program.

Click *Check my progress* to verify the objective.

Assessment Completed!

Enable the Profiler

Check my progress

*Assessment Completed!*

**Task 2. Deploy an application to App Engine and examine the Cloud logs**

Now you will deploy the program to App Engine and use Google Cloud tools to monitor it.

1. In the Cloud Shell code editor, in the Explorer pane, select the **gcp-logging/training-data-analyst/courses/design-process/deploying-apps-to-gcp** folder.
2. Click **New File**, and then name the file **app.yaml**.
3. Paste the following into the file you just created:

runtime: python39
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1. Save your changes.
2. In a project, an App Engine application has to be created. This is done just once using the gcloud app create command and specifying the region where you want the app to be created. In Cloud Shell, type the following command:

gcloud app create --region=us-west1
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1. Now deploy your app with the following command:

gcloud app deploy --version=one --quiet
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**Note:**This command will take a couple of minutes to complete. Wait for it to complete before continuing.

1. On the Google Cloud console title bar, type **App Engine** in the Search field, then click **App Engine** in the Products & Pages section.
2. Click **App Engine** > **Dashboard**. The upper-right corner of the dashboard should display a link to your application similar to this:

**Note:**By default, the URL to an App Engine instance is in the form of https://project-id/appspot.com.

1. Click on the link to test your program.
2. Refresh your browser a few times to make some requests.
3. Return to the Console and click the **App Engine** > **Versions**.
4. In **Diagnose** column of the table click **Logs**.
5. The logs should indicate that Profiler has started and profiles are being generated. If you get to this point too quickly, wait a minute and click **Refresh**.

Click *Check my progress* to verify the objective.

Assessment Completed!

Deploy an application to App Engine and examine the Cloud logs

Check my progress

*Assessment Completed!*

**Task 3. View Profiler information**

1. On the Google Cloud console title bar, type **Profiler** in the Search field, then click **Profiler** in the Products & Pages section. The screen should look similar to this:

**Note:**The gray bar at the top represents the total amount of CPU time used by the program. The bars below represent the amount of CPU time used by the program's functions relative to the total. At this point, there is no traffic, so the chart is not very interesting. Throw some load at the application.

1. On the **Navigation menu**, click **Compute Engine**.
2. Click **Create Instance** to create a virtual machine.
3. Change the region to someplace other than us-west1 (*the App Engine app is in us-west1*). Accept all the rest of the defaults and click **Create**.

Click *Check my progress* to verify the objective.

Assessment Completed!

Create an instance

Check my progress

*Assessment Completed!*

1. When the VM is ready, click **SSH** to log in to it.
2. If prompted allow SSH-in-browser to connect to VMs, click **Authorize**.
3. You will generate some traffic to your App Engine app using the web testing tool called Apache Bench. Enter the following commands to install it:

sudo apt update

sudo apt install apache2-utils -y
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1. Update <your-project-id> with your PROJECT\_ID from connection details panel and enter the following command to generate some traffic to your App Engine application:

ab -n 1000 -c 10 https://<your-project-id>.appspot.com/
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The command will make a thousand requests, 10 at a time, to your application.

**Note:**You have to change the URL to point to your application. Recall that you can find the URL in the App Engine Dashboard. It is also on the browser tab you used to test your app, if you haven't closed it. Also, make sure you insert a slash (/) at the end of the URL.

1. When the requests are finished, on the Google Cloud console title bar, type **Profiler** in the Search field, then click **Profiler** in the Products & Pages section.

Now there is a more interesting chart. Each bar represents a function. The width of the bars represents how much CPU time each function consumed.

The Profiler is a way developers can track down parts of a program that are consuming too many resources.

**Task 4. Explore Cloud Trace**

1. Every request to your application is added to the **Trace** list. On the Google Cloud console title bar, type **Trace Explorer** in the Search field, then click **Trace Explorer** in the Products & Pages section.

This shows a history of requests and their latency. Again, it's not very exciting because the application hasn't been running for very long. The chart in the upper-left plots requests and how long they took. The table to the right shows a list of requests. If you select a request, more detail will be displayed at the bottom of the screen.

1. Return to the SSH window where you entered the Apache Bench command previously.
2. Enter the ab command again:

ab -n 1000 -c 10 https://<your-project-id>.appspot.com/
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You can also experiment with different values for the -n and -c parameters.

1. Repeat this a couple of times, and then return to the Trace Explorer page.

**Task 5. Monitor resources using Dashboards**

1. On the Google Cloud console title bar, type **Monitoring** in the Search field, then click **Monitoring (Infrastructure and application quality checks)** in the Products & Pages section.
2. In the left pane, click **Dashboards**. Cloud Monitoring analyzes the resources used in your projects and generates some default dashboards for you. In this exercise you have used App Engine and Compute Engine virtual machines, so a table similar to the one shown below should be displayed:
3. Click on the **App Engine** dashboard, and then select your project name. A dashboard of pertinent information for your App Engine application will appear.
4. In the left pane, click **Dashboards**.
5. Click on the **VM Instances** dashboard, and then select your instance. A dashboard for your VM will appear.

**Note:**If you don't see VM Instances right away, wait a minute and refresh your browser.

1. Alternatively, return to the Dashboards page and click the **+Create Dashboard**. Try to create a custom dashboard.
2. For **New Dashboard Name**, type the custom dashboard name you have chosen. You can continue with your custom dashboard by adding the charts.

**Task 6. Create uptime checks and alerts**

1. In the left pane, click **Uptime checks**, and then click the **+ Create Uptime Check** link at the top. Fill out the form as follows:

|  |  |
| --- | --- |
| **Property** | **Value** |
| **Protocol** | HTTPS |
| **Resource Type** | URL |
| **Hostname** | <your-project-id>.appspot.com |
| **Path** | / |
| **Check Frequency** | 1 minute |

1. Click Continue and in **Review** section enter App Engine Uptime Check in **Title**.
2. Click **Test** to verify that your uptime check can connect to the resource. When you see a green check mark everything can connect. Click **Create**.
3. In the **Uptime checks** page click on 3 vertical dots next to your uptime check and select **Add alert policy**.
4. In **Notifications and name** click on the drop down arrow next to **Notification Channels**, then click on **Manage Notification Channels**. A **Notification channels** page will open in a new tab.
5. Scroll down the page and click on **ADD NEW** for Email.
6. In the **Create Email Channel** dialog box, enter your personal email address in the **Email Address** field and a **Display name**.
7. Click on **Save**.
8. Go back to the previous tab. Click on **Notification Channels** again, then click on the **Refresh icon** to get the display name you mentioned in the previous step.
9. Now, select your **Display name** and click **OK**.
10. Name the alert policy as **Uptime Check Alert**.
11. Click **Create Policy**. The uptime check you configured takes a while for it to become active.

Click *Check my progress* to verify the objective.

Assessment Completed!

Create uptime checks and alerts

Check my progress

*Assessment Completed!*

1. Return to the open App Engine tab in order to disable the application to see whether your uptime check and alerting policy work.
2. Click **Settings**.
3. Click **Disable application**. Follow the instructions to disable the application.
4. Return to the **App Engine Dashboard** and test the URL. It shouldn't work anymore.
5. Return to the tab that contains **Monitoring**, and then click **Uptime checks**. Your uptime check should be failing. *If you get there too fast, wait a minute and click refresh*.
6. Click **Alerting**. An incident should have been fired.
7. Check your email. You should get a message from Cloud Monitoring.
8. Return to **App Engine Settings** and re-enable your application.Then return to the **Uptime checks** page. The uptime check should be working again. *If not, wait a minute and then click refresh*.
9. Return to the **Alerting** page. Your incident should be resolved. *As before, you might have to wait a minute and then click refresh*.
10. Check your email again. You should get a second email indicating that the alert recovered.
11. To make sure you don't get any emails after the project is deleted, delete your alerting policy and then delete your notification channel. At the top of the **Alerting** page, click **Edit Notification Channels**.
12. Find your email address and click the trash can icon to delete it.
13. Now click **Uptime checks** and delete your App Engine Uptime check.

**Congratulations!**

In this lab, you deployed an application to Google Cloud and then used the tools provided by Google Cloud to monitor it. You used Cloud Logging, Trace, Profiler, and dashboards and created uptime checks and alerting policies.

**End your lab**

When you have completed your lab, click **End Lab**. Google Cloud Skills Boost removes the resources you’ve used and cleans the account for you.